
Maryland Engineering Research Internship Teams (MERIT) 
 

Pursuit Techniques on Pioneer Robots 
 

Project by 
 

Jansen Sheng 
University of Maryland, College Park 

 
Scott Watson 

University of Maryland, College Park 
 
 

Project Advisor 
 

P. S. Krishnaprasad, Ph.D. 
University of Maryland, College Park 

 
 

Graduate Assistants 
 

Kevin Galloway 
University of Maryland, College Park 

 
 

In Collaboration With  
 

Thomas Gehrels 
University of Maryland, College Park 

 
 
 
 
 
 
 
 
 
 
 

Institute for Systems Research 
Research Experience for Undergraduates Program 

 
August 6, 2007 



Page 1 of 18 

Abstract 
This summer's research goal was to investigate different types of pursuit games.  We 

seeked to develop feedback controls laws that will realize strategies such as classical pursuit, 

constant bearing pursuit, and motion camouflage.  The latter being a strategy used in nature, for 

example, when hoverflies chase possible mates or when dragonflies engage in aerial territorial 

battles.  (Echolocating bats hunt insect prey using a constant absolute target direction (CATD) 

strategy which is geometrically indistinguishable from motion camouflage.)  These algorithms 

were implemented on the Pioneer robots using the high level motion control language MDLe.  

We also implemented an extended Kalman filter to improve the position estimation provided by 

the Cricket sensors. 
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1. Introduction 
 After thousands of years of evolution, nature has been able to develop optimal and 

efficient strategies for pursuit and evasion.  One such strategy is motion camouflage, which is 

used by hoverflies to chase possible mates and dragonflies during aerial territorial battles.  

Echolocating bats also hunt their prey using a geometrically equivalent version of this pursuit.  

Following this strategy minimizes the lateral movement of the pursuer in the perspective of the 

evader.  Likewise, this strategy can be used by the evader in an attempt to escape from a predator 

without being seen.  This study hopes to recreate these strategies with feedback control laws in a 

laboratory environment using robots.  Methods of accurate position estimation including Cricket, 

Bancroft’s Algorithm, and Kalman filtering, will also be explored to supplement the control 

laws. 

1.1 Pursuit Strategies 

 Classical pursuit is a pursuit technique in which the pursuer’s instantaneous velocity 

vector is always pointed directly towards the evader at every instant in time.  It has been shown 

that when the evader moves in a straight line, the movement of the pursuer traces a logarithmic 

path6.  One interesting problem that uses classical pursuit is the “Three Bugs Problem.”  The 

“bugs” represent moving particles, each of which is acting as both a pursuer and an evader.  

Despite its name, the simplest case is when there are four “bugs,” or particles.  In this scenario 

each particle begins at one vertex of a polygon with as many sides as there are particles, so in 

this case a four sided square.  The particles, which we can denote Bug 1 through Bug 4, will 

pursue each other such that Bug 1 pursues Bug 2, who is pursuing Bug 3, who is pursuing Bug 4, 

who finally is pursuing Bug 1.  The aim of this problem is generally to determine either the 

distance traveled or time elapsed before mutual capture occurs, or to trace the path of the 

particles.  The distance traveled by each particle for a generic problem involving n bugs on an n-

sided polygon with unit length sides is equal to  

1
21 c o s

d

n
π

=
⎛ ⎞− ⎜ ⎟
⎝ ⎠

.        (1) 
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Figure I. The path of the four bugs problem.9 

This information, along with the velocity of the bugs can be used to determine the time elapsed 

before mutual capture9.  Figure I shows the path that will be traced by each of the four particles 

(the dark lines), along with the direction of their velocity at interval time instances (the lighter 

lines). 

Constant bearing pursuit is a technique that is time optimal in the case that the motion of 

the evader is limited to a straight line.  This technique involves nothing more than determining 

the closest point at which the pursuer can intersect with the path of the evader, and traveling in a 

straight line towards this point.  This technique is good when the evader has no control over its 

movement aside from setting their initial velocity.  For all other instances, such as when the 

evader is able to change its direction or velocity, this technique is not time optimal. 

 Motion camouflage is a pursuit technique that has been seen being practiced by a variety 

of insects and predators in nature1.  When using the technique the pursuer and evader remain at 

the same bearing relative to a fixed point.  The fixed point chosen is usually a notable object in 

the distance, or in the case of some pursuers, a theoretical point at an infinite distance.  From the 

evader’s point of view the pursuer will not have any lateral movement relative to the fixed point, 

and its only motion will be along the vector that joins the two.  This proves to be an effective 

pursuit strategy when the evader is a species with compound eyes.  In this case, the evader is 

very sensitive to optical flow, or lateral movement, but not sensitive to looming, the component 

of the relative movement between pursuer and evader along their joining vector.  This technique 

has been observed between hoverflies, dragonflies, and a geometrically indistinguishable 

technique was also observed in use by echolocating bats when hunting insects1.   

 The implementation of motion camouflage on the robots used in the lab requires a set of 

control laws that result in the correct motion based on the position and velocity of the pursuing 

robot and the evading robot.  Since the robots in the lab are not equipped with cameras or other 
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hardware that could be used for locating the other robot, the robots are set up to pass their 

position and velocity to the other robot instead.  The velocity of the pursuer is defined as unit 

speed, and the evader has speed v < 1.  Justh & Krishnaprasad (2006) define the system of 

equations in terms of three vectors, the r vector, which is the position vector of the robot, the x 

unit vector, which points in the direction tangent to motion, and the y unit vector, which points 

normal to the direction of movement. 

For the pursuer, these vectors will have subscript “p” for pursuer, and for the evader they 

will have subscript “e.”  Based on these three vectors, the motion of the pursuer is defined by the 

equations 

p pr x=& ,        (2) 

p p px y u=& ,        (3) 

p p py x u= −& ,        (4) 

where up is the steering control for the pursuer.  Similarly, the motion of the evader is defined by 

the equations 

e er vx=& ,        (5) 

e e ex vy u=& ,        (6) 

e e ey vx u= −&         (7) 

where ue is the steering control for the evader, and 0 1v≤ < .  Finally, the baseline vector, or the 

vector pointing from the evader to the pursuer is defined as 

p er r r= − .        (8) 

Based on these equations, Justh & Krishnaprasad show that the steering control for the pursuer is 

given by 

p
ru r
r

μ ⊥⎛ ⎞
= − ⎜ ⎟⎜ ⎟

⎝ ⎠
& ,       (9) 

where the notation r⊥& denotes the r& vector rotated counter-clockwise by / 2π radians, and the 

gain constant has value 0μ > .  The only control laws on the robots are the velocity v and the 

angular velocityω .  The velocity of the pursuer is defined as unit velocity, so this control is a 

constant. The equation for the angular velocity is derived from the velocity equation 

v =ω × r,        (10) 
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which when differentiated gives you the equations 

a v rω α= × + × .       (11) 

Since velocity is constant, the only acceleration possible is in the radial direction, so the value of 

ω&  must be equal to zero because its cross product with r would point in a nonradial direction in 

any other case.  The acceleration value a will thus be given by 

a =ω × v .        (12) 

We can now calculate the acceleration based on the equations 2, 3, and 4.  The acceleration will 

be given by the derivative of velocity with respect to time, as 

( )d r x
dt

=& , which gives      (13) 

a r x= =&& & .        (14) 

When we substitute in equation 3 and 12, we get 

p pv y uω× = .          (15) 

Since the velocity always has unit magnitude and points in the same direction as xp, and yp also 

has unit magnitude but points perpendicular to velocity, the angular velocity must point normally 

to the xy plane and have magnitude  

ω = up .        (16) 

1.2 The Extended Kalman Filter 

 The Kalman filter was developed by Rudolf Kalman as a recursive filter that can estimate 

the current state of a system based on its previous state and intermittent noisy measurements.  

This filter works for linear systems by linearly combining the current state and the control in 

order to determine the next state10.  For our purpose, the Kalman filter was used to calculate the 

position and heading (direction) of each robot based on noisy cricket measurements and 

odometry control data.  Our state variable matrix x is defined as 

k

x
y
θ

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

x ,        (17) 

where k denotes time and our control variable matrix u is defined as 

r
k

d
dθ
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

u .        (18) 

Based on these variables the state at time k+1 will be equal to  
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1

r cos( )
r sin( )k

x d
y d

d

θ
θ

θ θ
+

+⎡ ⎤
⎢ ⎥= +⎢ ⎥
⎢ ⎥+⎣ ⎦

x .      (19) 

Unfortunately this is not a linear combination, and thus the linear Kalman filter will not work for 

this system.  Instead a filter that is capable of handling nonlinear systems will be needed and the 

extended Kalman filter has just this quality8.  This filter works much in the same way the 

Kalman filter does, but the state estimate for time k+1 needs not be a linear combination of the 

current state and controls, rather it can be any nonlinear combination10.  Our earlier equation for 

the estimated state can be rewritten in terms of the state and control matrices as 

1

cos( ) 0
r

sin( ) 0
0 1

k
k

k

x
d

y
d

θ
θ

θ
θ

−

⎡ ⎤ ⎡ ⎤
⎡ ⎤⎢ ⎥ ⎢ ⎥= + ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎣ ⎦⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

x .     (20) 

Note that we are now assuming we are at time k, and that the last state was at time k-1.  A matrix 

Fk is calculated by taking the Jacobian of the above function in terms of the matrix xk.  This 

matrix will thus have the value 

1 0 sin( )
0 1 cos( )
0 0 1

k

θ
θ

−⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

F .      (21) 

This matrix is used to calculate the error covariance matrix Pk by the formula 

-1k k k k k
TP = F P F + Q ,       (22) 

where Qk is a 3x3 matrix whose entries are the covariance of the noise coming from our control 

measurements.  Next we receive the (noisy) position data zk, and calculate the innovation yk, or 

the difference between the position data and our estimated position, by 

k k k= −y z x .        (23) 

A matrix Hk is now calculated, with its value being the Jacobian of the estimated position data 

based on the state.  In our problem, the estimated position data is equal to the state, so Hk is just a 

3x3 identity matrix.  The Kalman gain Kk is then calculated using Hk by  
1( )T T

k k k k k k k
−= +K P H H P H R ,       (24) 

where Rk is a 3x3 matrix whose diagonal entries are the covariances of the noise from the 

measurement data.  This matrix is used to update the state of the system by the equations 
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k k k k= +x x K y .       (25) 

Finally, the error covariance Pk is updated based on the new value of Kk such that 

 ( )k k k kI= −P K H P ,       (26) 

where I is a 3x3 identity matrix.  Since the filter runs recursively, the values of these matrices is 

next used to calculate the state at the next time instant. 

 

2.  Methods and Materials 
2.1 ActivMedia Pioneer Robots 

 
Figure II.  A photo of both Pioneer robots used in the laboratory. 

 The Pioneer 2 and 3 robots, named Lola and Genghis respectively, used in the laboratory 

were built by ActivMedia Robots.  The robots are approximately 50cm x 49cm x 26cm, can 

carry payloads of up to 30kg, and can reach speeds of up to 70 centimeters per second.  Three 

fully charged batteries will power the robot for three to six hours and can be recharged in about 

two and a half hours.  Each robot is equipped with an onboard computer that runs Debian Linux.  

Users are able to log on to the system directly by attaching a monitor and keyboard to the robot, 

or remotely by connecting to the wireless bridges installed on the Ethernet ports.  Multiple 

sensors are installed on each robot including a set of eight sonars located on the front of the robot 

and an odometry device that determines how far each wheel has moved.  In addition, Lola has 

both front and rear bumpers attached to prevent possible collisions between objects or other 

robots.  Scripts are programmed in the extended motion description language (MDLe) based on 

C++.  MDLe was developed at the University of Maryland for the purpose of providing a 

universal platform to control robotic systems.  Communication between robots, which is needed 
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to pass the necessary position and velocity data into the control laws, is enabled through a 

CORBA interface. 

2.2 Cricket Devices 

 

Figure III.  A picture of a Cricket device used by the robots. 

This research depends on a versatile acoustic location system called Cricket because there 

is not another reliable system that can be implemented inside of the lab.  Systems such as GPS 

cannot be used because it does not operate correctly indoors.   The system is built from 

collections of “Cricket units” that are arranged in some network of beacons and listeners.  Each 

Cricket unit has the ability to send an acoustic pulse at 40 kHz and detect sound at the same 

frequency.  Additionally the units can communicate with each other with a small digital radio in 

conjunction with a simple Atmel microcontroller7.  The primary function of the units is to 

measure how long sound takes to travel from the client unit to beacon units.  Using one of many 

algorithms in conjunction with multiple simultaneous range measurements, the location of a 

client can be determined.  Bancroft’s algorithm and Kalman filtered range measurements are the 

two primary techniques used for positioning in the Intelligent Servosystems Laboratory (ISL). 

The current setup at ISL has an array of cricket beacons on the ceiling and client crickets 

placed on the robots.  The setup is able to determine the location of any client within the 

coordinate system of the lab.  Each robot is given two clients so that heading information can be 

easily determined by calculating the line between the two units; because of the magnetic 

interference from the iron reinforcement in the floor of the lab, electronic compasses proved 

inadequate for heading measurements.  One predetermined leading client gives a radio frequency 

(RF) “sync pulse” and all other clients are programmed to use this pulse to initialize time.  At 

predetermined time intervals after the pulse, each client performs its task.  Listener beacons on 

the ceiling immediately start a timer and begin listening for the 40 kHz ultrasonic pulse7.  All the 
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clients have a time slice to send out their acoustic pulse to the beacons.  When the sound is 

received by a beacon the timer value is sent back to the client by RF.  This process runs to 

completion before the next beacon is scheduled to run the same process. In this way each beacon 

collects three “time of flight” measurements that are used to calculate range and then position via 

various algorithms. 

There are several issues that affect the accuracy of any cricket implementation.  They 

include temperature gradients in air, the structure and sensitivity of the microphone, the structure 

and power of the speaker, significant movement of the cricket units in space, and multipathing of 

the sound waves.  Temperature gradients cause the path that the sound takes from point A to 

point B to refract or trace a curve depending on the severity of the temperature differences.  This 

lengthening of path is hard to account for without a thorough knowledge of one’s environment.  

In the changing conditions inherent in buildings with HVAC systems, this information can 

change dramatically from hour to hour.  Since temperature does not contribute to more than a 

few millimeters of range measurement error for the distances used in the lab, the data is still 

useable.   

Because the microphone is encased in a metal can with a metal mesh protection, this part 

has a poor pole plot7.  Ideally a microphone for this kind of system would be able to detect a 

sound coming from all directions with equal sensitivity.  As you can see from the pole plot the 

sensitivity is strongest directly in front of the microphone and becomes unusable outside of a 45 

degree cone.   

 

Figure IV. Pole plot for Cricket device 
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The element that actuates the sound is also prone to problems similar to those of the 

microphone.  It is encased in the same metal can with mesh protection as the microphone.  Sound 

most easily passes through the mesh parallel to the sound source and is reflected off the sides of 

the metal can.  This setup can be improved by using a speaker with higher dB output.  Ideally the 

intensity of sound produced by this element would have equal intensity at any angle from a fixed 

distance.  A speaker with a hemispherical shape would significantly improve performance 

outside of the 45 degree cone. 

Range measurements made by the cricket system are ideally suited for stationary objects.  

A range measurement that may have been accurate for a stationary robot may become inaccurate 

and thus unusable for a moving robot in a matter of milliseconds.  This is because the ultrasonic 

pulse takes time to travel through the air, so by the time the range has been calculated the robot 

will have already moved.  The time range that a measurement remains acceptable depends 

heavily on the speed of the robots and the frequency with which range measurements are made2.  

These movement problems become more complicated when multiple ranges are collected.  

Because sound takes time to travel through air, three different range measurements could be 

measuring three slightly different client positions depending on the configuration.  The nature of 

the cricket system also requires that the measurement frequency be decreased when more range 

measurements are required.  This is because the radio communications between the beacons and 

the clients must take turns to complete. 

Multipath is another significant difficulty introduced by acoustic location systems.  This 

problem occurs when a listener cricket unit detects a 40 kHz pulse that has bounced off any 

surface instead of traveling directly from the source7.  A common symptom of this problem is 

that an unrealistically short range measurement is taken.  After a cricket unit starts listening for 

the signal there is no way of differentiating the real signal from a bounced signal with the current 

design.  Mulitpath issues can manifest themselves as intermittent incorrect range readings.  

Determining multipath as a problem can be difficult to do.  One way to alleviate these problems 

includes alternating between multiple frequencies.  If a measurement is made using a 40 kHz 

signal then the microcontroller can do an FFT on the incoming signal and send a range 

measurement only when a 45 kHz pulse is heard.  Depending on the amount of reverberations 

and time for the signal to adequately decay, any number of frequencies can be used within the 

limitation of the signal.  Additionally, sound can be pulsed with different duty cycles.  The 
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microcontrollers onboard the cricket units could be programmed to recognize the difference 

between a 1ms pulse and a 2ms pulse and respond according to the same alternating scheme as 

with the previous frequency example. 

There is enough digital processing capability in the Atmel microcontroller such that some 

basic pre processing can be done on the range data before data is sent to the host computer 

through the RS-232 serial port link.  One of the more sophisticated preprocessing steps that can 

be performed is Bancroft’s algorithm.  Bancroft’s algorithm takes three range measurements 

from known locations and uses least squares estimation to determine the approximate location of 

the beacon cricket unit to about 3cm of accuracy8. 

  

3.  Results and Discussion 

3.1 Cricket Data 

 The project was carried out in several stages.  In the first step, the control laws for the 

pursuit strategies were coded onto the robots and executed.  At this stage, the Cricket system 

with Bancroft’s algorithm was the only reliable means of determining the position of a robot in 

the laboratory.  However, the resulting data was not frequent enough to provide reliable inputs 

into the control laws for the robots.  Data would only be collected every second at most and often 

times there would be no good data for up to four or five seconds.  Another issue was that the 

Crickets generated a significant number of outliers.  The result of these two factors was that the 

position estimates for the robots were not continuous and were likely to contain large errors.  

Analysis of the Cricket data shown in Figure V for a stationary robot accumulated over several 

thousand data points returned a standard deviation of 10 centimeters in the x direction, 4 

centimeters in the y direction, and 0.4 radians for the orientation.  The intermittence and 

variation in data led to constant over-steering or steering in the wrong direction when attempting 

to run any pursuit algorithms. 
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Cricket Positions for a Stationary Pioneer Robot
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Figure V.  A plot of the Cricket positions for a stationary robot 

3.2 Extended Kalman Filter 

The disappointing results of position estimation with only Cricket led to the next step, to 

implement a Kalman filter in order to improve the estimates of the robot’s position.  The first 

version of the filter combined Bancroft’s algorithm, which was already hard coded onto the 

Crickets, with the onboard odometry device.  The results of the filter were much more practical 

as the data points were more frequent and converged to a proper value.  The filter was resistant 

to the outliers that Cricket measured and provided results several times faster.  The fluctuation of 

the output was about one centimeter in the x direction and about a third of a centimeter in the y 

direction. 
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Position Data with a combination of Bancroft's Algorithm and Kalman Filtering
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Figure VI.  A plot of position data of a stationary robot using a Kalman filter with a combination of Bancroft's 
algorithm and odometry. 
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Figure VII.  A close up plot of the Kalman filter position results. 

 While the combination of Bancroft’s algorithm and the Kalman filter proved to be a 

viable choice for position estimate, the Kalman filter itself was capable of using the direct range 
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measurements.  The next version of the Kalman filter that was tested attempted to eliminate the 

intermediary step, Bancroft’s algorithm, to determine the absolute positions.  The direct range 

measurements from the crickets were used as inputs into the Kalman filter instead and the results 

of the filter were expected to be more accurate because Bancroft’s algorithm may have 

introduced additional error.  

Kalman Filtered Position Data with Direct Range Measurements
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Figure VIII.  A plot showing the results of the Kalman filter with direct range measurements and odometry data. 
However, the direct range measurements had the disadvantage of being unable to 

determine a reasonable initial position.  As one can see in Figure IV, the Kalman filter was 

unable to converge completely to the point in between the robot’s Cricket units.  Without being 

able to use Bancroft’s algorithm or another similar algorithm, the initial position had to be set to 

some arbitrary point, in this case (0, 0), while the robot was actually at about (-110, 145).  The 

final result of the Kalman filter with direct range measurements was impractical for use to carry 

out the intended pursuit strategies because of the lag between the initial position and an 

acceptable position estimate.  
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3.3 Motion Camouflage Pursuit 

 The final step of the project was to implement the pursuit strategies onto the robots with 

the improved position estimation techniques.  As the Kalman filter with Bancroft and odometry 

data converged more quickly to the actual positions of the robots, it was more appropriate to use 

it as the input to the control laws.  The resulting plots of the pursuer and evader were very 

smooth and accurate, with the exception of occasional jumps in the path due to poor Cricket data.  

However, these inaccuracies were quickly corrected by inputting additional Cricket data. 
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Motion Camouflage Pursuit with Kalman Filtered Positions

 

Figure IX.  A plot of the positions of both the evader and the pursuer during a motion camouflage pursuit. 

 In Figure V, the pursuer, in red, is initially located on the bottom and the evader, in green, 

is located on the top.  The evader was programmed to move at 4 centimeters per second in a 

circle and the pursuer was programmed to follow the evader at 5 centimeters per second.  It can 

be seen in the figure that at each time instant, the pursuer was able to follow a path that kept it 

within the constraints of motion camouflage.  To verify this, one can note that the baseline vector 

from the pursuer to the evader stays almost parallel.  The drift of the line over time is because the 

control law for motion camouflage has no memory and steers based on the current state only.  If 
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the baseline vector rotates at any instant, the motion camouflage control will guide it to maintain 

the new baseline vector angle. 

 

4.  Conclusion 
Several conclusions were drawn after the completion of this project.  First, there were a 

variety of problems with the Cricket units, including multipathing, measurements while moving, 

temperature gradients, and etc.  These issues prevent Cricket, as a standalone device, from being 

able to effectively determine the position of a robot.  To improve this model, experimentation 

was done with both versions of the extended Kalman filter.  It was determined that the filter 

combining the more accurate, dead reckoning odometry data and the noisy, intermittent Cricket 

data was able to compensate for the deficiencies in the Cricket only model.  In particular, the 

Bancroft/Kalman positioning strategy was able to converge quickly to within a couple 

centimeters of the actual position.  The update frequency now depended on the onboard 

odometry device, which was several times faster, and not the Cricket device, which was used 

then for wheel slippage correction.  Finally, using the Kalman filtered positions; it was possible 

to implement the motion camouflage control law on the robots.  By feeding the control law 

position data for both robots, the pursuer was successfully able to capture the evader while 

maintaining a constant position with respect to a fixed frame. 
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