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THE OBJECTIVE

Object A: 1 Pole

Object B: 2 Poles

Object C: 3 Poles

Object D: 4 Poles
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BACKGROUND
Neural Networks

Simple 2 Input Neural Network
e ST T e -lorl

Y axis

X axis
1. Data Collection
2. Training x1 X2
3. Validation %



BACKGROUND

Why Use Neural Networks?

Object D Spun Slightly

Yoltage

Object D

Ear Envelope

Distance (in)

The complexity of the many variables make it
difficult to use deterministic and sequential
algorithms.
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The Built Network
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- Object A - Object C
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Neuron Guide:
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Object A
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Object A, from Neuron 1 is
identified.

All other Neurons do not
fire.
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FPGA IMPLEMENTATION

n FrontPanel (TM)
Opal Kelly XEM3005 | &
FPGA oY

1. Worked on interfacing communication with the FPGA

2. Successfully loaded all the Parameters.

3. Full functionality reached g,
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Conclusion

Completed at This Time

* Full Functionality reached in MATLAB and FPGA

Future Work

« Consider one of two things:
1. Optimization of coding for synthesis
2. Getting a larger FPGA

« Entire System on FPGA
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Thank you!
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